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WHAT IS A CDW-G
REFERENCE GUIDE?

At CDW-G, we're committed to
getting you everything you need
to make theright purchasing
decisions — from products and
services to information about the
latest technology.

Our Reference Guides are
designed to provide you with an
in-depth look at topics that relate
directly to the IT challenges you
face. Consider them an extension
of your account manager's
knowledge and expertise.

We hope you find this guide to
be a useful resource.




NETWORKING
EVOLUTION

Preparing Enterprise Networks for the Future

“"The network is the computer.”
When Sun Microsystems popularized
this phrase several years ago, it
was helping usher ina 21st century
in which networks have become
indispensible. Without a secure
infrastructure to connectinformation,
systems, stakeholders and staff,

a great deal of productivity would
cease at many organizations today.

This move toward ubiquitous
connectivity is pushing IT managers
torethink andretool their enterprise
networks. Keeping an enterprise
network up to datein 2011 requires
more consideration than blindly
swapping 10/100 switches for
10/100/1000 switches and upgrading
the organization's Internet connections.

Every IT department has to make
technology and design decisions to
accommodate the rise of virtualization,
mobile and cloud computing, and the
ever-presentrisk of security breaches.

This reference guide discusses
the tools and technologies that
willhelp IT managers develop a
strategy for future-proofing their

networks. It will focus on changes in
data center infrastructure, network
optimization, wireless mobility and
network security — all the information
required to adapt to the changing
dynamics of enterprise networks.

Where Networking Is Going
Although many of the same principles
that IT professionals practiced during
therising adoption of PCLANs and the
Internet still apply, much has changed.
Headinginto 2011, there are at least five
major trends at work that will determine
how IT departments will deploy
enterprise networks. (See the sidebar
“Changels onthe Way: 5 Networking
Trends" on page 4 for more information.)
1. User expectations: Users
now expect tointeract with the
organization using the Internet and
other interconnected networks. While
the trend has been visible for along
time, with the proliferation of mobile
devices and anincreasing reliance on
theInternet for productivity, even
progressive organizations need tore-
evaluate their networking strategies.
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Where Networking Is Going

Network Improvements

2. Security concerns: The ubiquitous
nature of the network puts all the
organization's assets within reach.
Unfortunately, that reach can also
extend to people with malevolent intent.

Networks full of powerful
computers, high-speed connections
and organizational and personal data
are prime targets for criminals. These
networks are the bank vaults of today's
economy. Separating good data from
potential viruses is a constant battle
with a changing enemy, one that
requires the IT staff to compensate
and adaptits tactics and technology.

3. Data center changes: The
technological pendulum that swung
from huge, central mainframes to many
small, distributed servers has swung
back toward centralized computing in
the form of virtualization and server
consolidation. Theresult is the same:
more and more data moving through a
smaller number of physical systems.

This has created anew focus on
extremely redundant designs, very
high bandwidth concentration and
capacity, more granular security
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Change Is on the Way: 5 Networking Trends

Trend

1. User expectations

Design Changes

- Scaling up via multiple data centers, con-
tent distribution networks and geographic
load balancing

- Tighter integration of old green-screen
apps with self-service web apps

- Rethinking operations to move to 24x7
availability

Technology Changes

- Federatedidentity management that links
to other web service providers

- Tunnels to e-commerce and
fulfillment partners

- Secure Sockets Layer (SSL) accelerators

- SSL decryption appliances

- Quality of Service (QoS) management for
traffic

2. Security concerns

-Increased use of defense-in-depth with
built-in layers of apparently redundant
security

-Moreinternal access control points within
all Layer 3 devices

-More trafficinspection points
designedin

-High-speed, high-density firewalls with
many interfaces

- Gigabit-speed intrusion prevention
system (IPS)

-Dataloss prevention, both for
outbound and inbound traffic

- Application-layer firewalls for servers

-Network access control (NAC) and
application-control tools for users

3. Data center changes

- Completely redundant design
everywhere

- Collapsed backbone into chassis-type
products toreduce Layer 3
routing decisions

-Higher density in-cabinet switches

- Green power and HVAC-aware design

-Link aggregation at switches to scale
up speeds

+10Gbps interfaces to top-of-rack or
end-of-row

-10Gbps directly to blade servers

- Application delivery controllers placedin
front of server farms

- Converged data/storage networks

4. Reliability
requirements

- Application designs that make use of
multiple redundant systems and redun-
dant storage elements distributed across
data centers

- Active-active device design

-Changein design to permit rolling
upgrades of infrastructure without
downtime

-High-speedinter-data center links

-Data deduplication

 Continuous data protection backup

+Use of redundant 10Gbps interfaces

-Rapid speed spanning tree protocol
(RSTP)

5. Mobility, the cloud
and more efficient
WANSs

- Rethink apps to reduce traffic for WAN and
mobile users

- Push apps to cloud

- Unified communications, linking voice,
video, presence and apps

- Threat mitigation at the perimeter for
VPN users

- Wireless LAN 802.11n deployments

- WAN acceleration for branches

-UTM security devices

- Mobile device management tools

- Service level agreement (SLA)
monitoring systems




and monitoring tools, and green computing.

4. Reliability requirements: Planned network
downtimeis a luxury that many organizations
are finding increasingly difficult to accommodate.
Unexpected downtime is even less welcome. Old-school
ideas such as disaster recovery are losing ground to
continuity of operations (COOP). This suggests a shift
in thinking away from concern for network availability
only during disaster scenarios and evolving toward
continuous availability — whatever the scenario.

5. Mobility, the cloud and more efficient WANs:
People will always work together in groups. But
for many organizations, being in the sameroom
at the same timeis becoming less important.

To accommodate the need for interaction across
distances, network managers are building Voice
over IP (VolP) and video conferencing networks,
using cloud-based services, supporting work-
anywhere mobility tools such as smartphones and
notebooks, and upgrading WANs to handle latency-
sensitive and bandwidth-sensitive applications.

Network Improvements
Networks are alwaysin a state of flux, constantly
evolving to meet the needs of the organization and its
users. These needs often change as technology evolves
andimproves. Skillful IT management includes sensing
when a particular technology development might align
very well with a pressing network need and applying it.
This requires research and testing — knowing what
technologies are on the horizon and what they
might be able to add to the network. There are four
technologies in particular that IT managers should
start tolearn more about because they willmore
thanlikely affect their network in the near future.
Virtualization: Whether it is the desktop, the
server, storage, the switch or router, or the firewall,
virtualizationis a growing presence throughout
the network. Virtualization offers so many benefits
that organizations of all sizes areimplementing
the technology, especially server virtualization.
By deploying farms of virtual hosts housing
tens, hundreds or even thousands of guest virtual
machines (VMs), organizations are seeing higher
utilization of hardware, which saves space and
lowers power and cooling costs. Virtual hardware
platforms reduce dependence on particular
brands or generations of devices, simplifying
upgrades, disaster recovery and COOP planning.
Organizations alsoreportincreased agility, being
able toroll out servers quickly and efficiently.
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10-Gigabit networking: 1000BASE-T Ethernetis now
the base LAN device speed, while 10-gigabit-per-second
(10Gbps) gear is the minimum for core interconnectivity
inthe LAN. Make sure toinvestin equipment that's
future-proof up to those speeds. Faster devices with
40Gbps speeds are coming, but they willbe more
useful to carriers and hosting service providers.

The new standard for distribution-to-core links is 10Gbps.
These new higher speeds make high-speed wireless a
possibility. Each access point requires a 1Gbps connection
today, so it makes sense to have 10Gbps Ethernetin the
wiring closet. Remote deployment technology and virtual
desktops also put heavy burdens on the edge of the
network. And without 10Gbps links to wiring closets, both
wireless and wired systems can't reach their full potential.

Inthe data center, 10Gbpsis aninvestment requirement.
Large-scale server virtualization needs that level of
bandwidth to operate. And 10Gbps Ethernet switches also
support large databases and backup-to-disk initiatives.

Wireless: The new base level for wirelessis 802.11n,
inboth the 2.4 gigahertz and 5GHz bands. Organizations
will want to be prepared to remove old 802.11h
equipment from the network. Wireless networks are
not just for guests; they're being upgraded and used
by staff to make collaboration more efficient.

Initiatives such as paperless meetings, which are
green and save money, can work only if the organization
has a strong wireless network to support them. It also
takes wireless to support webcams on notebooks,
which makes it possible for more people across the
organization to take advantage of the communication
and collaboration benefits of video conferencing.

And, finally, as organizations roll out more wireless
notebooks and other devices, upgrading the wireless network
ensures that they can support the added trafficand make staff
more productive, maximizing the investment in wireless.

Multilevel security: Firewalls positioned only at the
perimeteris an outdated security strategy. Organizations
are now embedding firewalls throughout the network,
with new requirements for speed, reliability and
manageability. Be prepared to re-evaluate everything
about the organization's security architecture. Cleaning
up security problemsis very expensive, in terms of
both time and lost organizational reputation.

Many IT managers have discovered that the old three-
zone segmentation of their network (inside, outside, DMZ)
leaves them opentoinfections andinsider threats. Pushing
security toolsinto the core of the network helps contain
and block attacks, no matter what the source. At the same
time, increased emphasis on managed endpoint security
helps protect devices frominfectionsin the first place. ®
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Server Consolidation and Virtualization
Data Center Virtualization

High Availability and Redundancy
Cloud Applications

DATA CENTER AND
INFRASTRUCTURE

Planning for Virtualization in the Data Center

Inmany ways, strategies around
network infrastructure in data centers
and buildings have changed little:
numerous Ethernet ports (usually
at higher speeds), a heavy emphasis
on Transmission Control Protocol/
Internet Protocol (TCP/IP) networking
with more mobility and wireless, and
faster security devices to protectit all.

But scratch beneath the surface and
it's clear that there's a big difference
between today's networks and the
first PCLANs. Fundamental changes
inthe way that data centers are built
andinhow end users connect to
applications are driving both design
and technology changes throughout
networks in many organizations.

Server Consolidation
and Virtualization

Data center networks are
undergoing arefresh driven by the
biggest changesinIT designinthe
past decade: virtualization and server
consolidation. During the 1990s, what
used to be called the mainframe was

broken out into hundreds, sometimes
thousands, of different servers.

Now, the pendulum is swinging back,
but with a twist. All of those services
are being pushedinto arelatively
smallnumber of high-performance
virtualhost hardware devices, thereby
reducing the complexity of managing
physicalhardware butincreasing
configuration needs. At the same time,
all these virtualhosts are having their
internal storage stripped away and

moved to storage area networks (SANs).

How Virtualization
Changes Data Centers

Virtualization and server
consolidation have resultedin three
priority requirements for data center
networks: high density, high speeds and
very high reliability and redundancy.
Virtualization also has shifted the
emphasis in data center networking
toreducereliance onLayer 3 routing
in favor of Layer 2 switching.

Thisis because Layer 2 switching
gives the virtualization manager

greater flexibility to move VMs
between hosts and — mostimportant
— between different data centers

in the same or different buildings

and campuses. The concentration

of more services into fewer devices
has also brought out anintense focus
on monitoring and management.

Virtualization Best Practices

Very large virtualization
environments are new to the IT industry,
sobest practices and recommended
deployment approaches are still
being worked out. However, most
virtualization architects prefer to
build very large clusters of servers
connected toacommon SAN.

This lets them scale up and
down dynamically and easily move
applications transparently from
one piece of physical hardware
to another — which may involve
moving across the room, across
town or across the country.

For the network manager, the
resultis oftenracks of "pizza box"



servers, each 1.75 inches high (referred to as 1U) and stacked
30 or more togetherinto arack. Going from four huge
serversinarack to 301U serversis a major challenge for

the data center manager who has to deal with power and
heating, ventilating and air-conditioning (HVAC) issues.

But it also presents challenges for the network manager.

Each of those servers willhave a minimum of two Gigabit
Ethernet ports (more likely four) and often a connection
for "lights out” management (which enables remote
management of servers without physically attaching a
keyboard, monitor and mouse). These servers may also
have additional Fibre Channel ports for connections to
the SAN.Inafew years, those two Gigabit Ethernet ports
will probably expand to two 10-Gigabit Ethernet ports.

Advice onhow to configure those ports varies depending
on the consultant’s preferences. Most network managers
are settling on building the largest trunk possible. This means
combining at least two (but preferably four, and possibly even
more) Gigabit Ethernet portsinto a single large trunk port
with virtual LANs used to separate the different subnets.

The same trunk is used for virtual machine data ports,
system management, virtual machine movement or migration
(vMotion,in VMware terms) and any Ethernet-based SAN, such
asiSCSI. By combining multiple physical portsinto the largest

Top-of-rack Switch Requirements

Data center switching requirement
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aggregation possible, the highest performance is achieved.

All of this consolidation adds up: 30 to 40 serversin arack,
multiplied by three to five ports per server,is 90 to 200 ports
of LAN connectivity required per rack. Network managers
could backhaul all of this to alarge core switchif they wanted
torun 200 Ethernet drops out of eachrack to the core.

But most networking professionals are choosing to
aggregate servers to switches within therack to reduce
cabling and complexity. These switches, called top-of-
rack switches, are typically inexpensive 1U or 2U devices
with 48 ports — aless expensive approach compared
to the high cost per port of an end-of-row switch.

Top-of-rack Switches
Network managers who have not used top-of-rack
(or end-of-row) switches in their data centers should
be carefulin selecting devices because the top-of-rack
environment is quite different from the typical end-
user distribution environment found in a wiring closet
deployment. Some manufacturers have different versions
of their normal end-user 48-port 1U switch specifically
designed for top-of-rack applications, with additional
redundancy features and a higher uplink capacity builtin.
The “Top-of-rack Switch Requirements' sidebar

Why is this important?

should be available for uplink. Four ports are

better and may be needed in some environments.

Stackability -Look for switches that can stack so that all -Network management is challenging enough

switchesinarack are managed as a single unit. without worrying about which switch aserveris
- Ahigh-speedinter-switchlink is also desirable. pluggedintoinasinglerack.

Aggregation - Switches should let the networking staff create -Each server willneedits own group, and the
large numbers of link aggregation groups, and network manager will want to spread across
the groups should be able to spread across switches to eliminate single points of failure.
multiple switches.

Uplink - A minimum of two 10-Gigabit Ethernet ports - Virtualization pushes hardware much closer toits

limits, which means that Gigabit ports from each
server can get quite busy. Think in terms of port
pairs for high availability.

Spanning Tree

- 802.7w Rapid Spanning Tree Protocol (RSTP)

supportis needed.

- 802.1s Multiple Spanning Tree Protocol (MSTP)

isan even better choice.

-Rapid Spanning Tree helps with high availability

by reducing downtime when a switch goes offline.
Multiple Spanning Tree canincrease network
utilization by spreading the load across redun-
dantlinks, whichisimportant when using iSCSI,
VMware vMotion or disk-to-disk backups.
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shows some of theimportant requirements to
look for when deploying top-of-rack switchesinto
high-density virtualization environments.

Data Center Virtualization

One of the side benefits of virtualizationis amore
efficient use of computing resources. Infact, aprimary
reason for virtualization's popularity lies in one of the
main drives behind server proliferation — the difficulty
of managing multiple applications on a single server —
rather than aneed for more computing resources.

For example, evenin a small branch office, five or
more physical servers can be found sharing the load of
Windows Domain Controllers, Domain Name System
(DNS) and Dynamic Host Configuration Protocol (DHCP),
print and file services, and e-mail service — while the
actualload presented by those services could have
fit easily in the resources of a single system.

Take that simple example and expand it to a central
data center, with a mix of production applications,
application development and test environments, internal
management systems, and infrastructure services. This
kind of environment houses hundreds or even thousands
of servers, overconfigured and underutilized.

Increasing Utilization: The 10Gb Ethernet Upgrade
As virtualizationis used to push multiple server loads
onto a smaller number of servers, the utilization of each
server will go up — aplus for the data center manager
inevery way. But for the network manager, normal
metrics on port utilization used as rules of thumb for
data center network design will change dramatically.

For example, consider a previrtualization data center,
where statistics have shown that the typical usage of
a1Gbps Ethernet port per serveris about 1percent.

Put 10 of those serversin arack and the uplink speed
from that rack could also be 1Gbps. Thisis because the
network manager is expecting only 10 times that 1
percent, or a 10 percent load on the 1Gbps uplink port.

Consider swapping out those 10 servers for 10 virtualized
servers, each with 10 VMs on them. Suddenly the average
loadis 100 percent on a 1Gbps uplink port —a major
bottleneck, blocking peaks and causing disruption and
unhappy application users throughout the organization.

In that situation, a 10Gbps (or more) bump is required.
And arack holding 10 servers with 10 VMs on them
is very modest from a virtualization standpoint —
many network designers will try to get five or 10 times
as many virtual machines in the same space.

The obvious answer is that the organization's rack uplinks

8 *802.17w was folded into the older 802.1D Spanning Tree Protocol standard in 2004, so switchliterature may refer to RSTP as 802.1D-2004.

needtobeincreased to 10Gbps at a minimum, and possibly
higher. Keep in mind that reducing the number of servers
does not reduce the amount of data generated. If there
is a concern about total bandwidth out of a single rack,
one optionis to subdivide the rack of servers by virtually
cuttingitin half, creating two subracks, each withits own
set of top-of-rack switches and 10Gbps uplink ports.
That's an expensive approach to avoid turning to the
extremely expensive, fiber-only 40Gbps (or higher)
speedinterconnects that are becoming available.

High Availability and Redundancy
Most data center networks have a high-availability
core, yetindividual servers end up with only a single
connection to the network. Usually this is done for all
the wrong reasons — the application architect didn't
bother to specify redundant network connections; the
network manager didn'tinsist on redundancy because
it's always been done with a single connection before.
Virtualization represents an opportunity to rethink how
servers are connectedin the data center. Best practices
callfor redundancy in every connection, and that means
identifying — and eliminating — single points of failure
between the server and the existing redundant core. Server-
to-network redundancy, done correctly, also provides
the opportunity forincreased performance by doubling or
quadrupling total bandwidth from server to network.

Rapid Spanning Tree Protocol

From a high-availability standpoint, it's sufficient to
simply double every connection. Two ports from each server
feed to different switches. Two connections from each
switch (or switch stack) connect to different distribution
layers. And then aredundant connection joins the data
center distribution layer up to the core of the network.

Data center network managers should insist on 802.1w
Rapid Spanning Tree Protocol (RSTP) support, ata
minimum, to ensure the fastest recovery when thereis a
component failure.*

Spanning Tree Protocol (STP) is used to eliminate loopsin a
bridged (Layer 2) Ethernet environment. If the organization's
Ethernet network has any redundancy at all, itis almost
certainly running 802.1D (with updates from 802.1t) STP.

RSTPis spanning tree that recovers from changesin
topology much more quickly. When configuring 802.1w
RSTP, be careful to check that all of the devices in the
tree have support for this fairly new standard. It's
unlikely that a device being sold today doesn't support
it, but older devices may not. Mixing and matching is
not advised because it dilutes the benefits of RSTP.



RSTP doesn't require much more
configuration beyond normal 802.1D
spanning tree. Network managers will
get betterresultsif they identify for
their switches which are uplink ports
and downlink ports to other switches,

and which are simply talking to servers.

(Thisisimportant for another reason:
all spanning tree protocol features
must be disabled on any server or
end-user port for security purposes.)

Multiple Spanning Tree Protocol

Anevenbetter strategy in the
data centeris 802.1s, Multiple
Spanning Tree Protocol.**

MSTP is backward-compatible
with STP and RSTP. However,

MSTP allows an organization torun
multiple spanning trees at once
across the sameinfrastructure. Why
isit good to run different spanning
trees onthe same topology? This
allows network managers torun
different virtual LANs (VLANS) across
different parts of the network.

For example,imagine that the
organization has a fully redundant
set of links from edge to distribution
to core. With normal STP, half of
thelinks (and probably half of the
switches) are unused and don't pass
any traffic — they arein place for a
failure that might never come.

With the multiple spanning trees
allowed in MSTP, network managers
canrunsome VLANs over one data
path and through one set of switches
and links, and other VLANs over
a different path through different
switches and across different links.

It's not true active-activeload
balancing, andit’s not dynamic
routing. But MSTP lets network
managers spread theload outina
static way that can provide better
accommodation for peaksin traffic.

If the organizationis using some
VLANSs for iSCSISAN-based disk
service, virtualization management
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or backup-to-disk applications, then pushing that data
across another pathis a great way to make sure thatiSCSI (or
VM migration or backup-to-disk) gets as much bandwidth
asit needs, without impacting therest of the network.

The downside of MSTP is that configurationis
considerably more complex. Soit really pays to use
MSTP only when the organization's network utilization
peaks frequently to full saturation of critical links.

Cloud Applications

In some organizations, data center networking is changing
in an entirely different way. Applications are being moved
to the cloud — out of the data center, across the Internet
and running on someone else's infrastructure. While
cloud service providers are quick to claim that pushing
applicationsinto the cloud doesn't require changesin
therest of the network, that's anincorrect view.

Cloud computing simply moves applications from one part of
the network to another, but the same security and management
concerns have to be met. From the network point of view, there
are five main areas to look at when applications move out of

**802.1s was folded into the 802.1Q virtual LAN standard in 2005, so switch literature may refer to MSTP as 802.1Q-2005.

800.808.4239
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the data center and across the Internet: bandwidth
management, encryption policy, access controls, audit
and compliance, and authentication and authorization.

Bandwidth Management

The most obvious effect that cloud computing willhave
on the organizationis abandwidth-use jump. If people are

reading their e-mail via the Internet, for example, then
it'simportant to have enough bandwidth to the Internet
from the organization to support that kind of use.
Measuring and provisioning Internet bandwidthisn't
as easy when the organizationis running applications
from the cloud, because now the quality of the Internet

APPLICATION
DELIVERY
CONTROLLERS

Load balancers have been one of the
most successful tools for network and
application managers in their quest to
add redundancy and reliability to network
services. But other services such as
Domain Name System (DNS) are also
often protected by load balancers. Over
time, the load-balancer marketplace has
added so much functionality to these
common appliances that anew name for
them was coined. Thus, the application
delivery controller (ADC) was born.

What's the difference between aload
balancer and an ADC? It's all a question
of added features. ADCs take the basic
functions of load balancing (switching
trafficat layers 4 through 7) and add SSL
acceleration, compression and caching,
protocol optimization, and connection
multiplexing. Together, these devices
give the application user a better
experience by making a web service seem
faster and more reliable. They're ideal
for virtualized environments as well.

connectionis critical to satisfaction with cloud applications.

Connections that were good enough for simple
web browsing may not be good enough when users
are accessing applications over the Internet that they
used to connect to over the LAN. So before contacting
the organization's provider and asking for anincrease
in the connection speed, make sure to develop some
metrics for throughput, latency to critical sites (such
as the cloud service provider) and availability.

A service-level agreement (SLA) that includes
these statistics should be built into the organization's
Internet contracts. It won't necessarily help the
organization get abetter connection. But if the ISP
can't meet the organization's requirements, the
SLAisagoodtool to get the organization out of that
contract and over to abetter provider quickly.

Network managers should also look at devicesin
the critical path between end users and the Internet,
such as firewalls, intrusion prevention systems
(IPSs) and even switches. Some network managers
might find it surprising how often an old 100Mbps
switchis used as the transit network between
the Internet and an organization's firewalls.

That's fine, until the organizationincreasesits
connection speed past 100Mbps, at which point the
switch would be throttling the network unnecessarily.
Firewalls and IPS devices may also need to be upgraded
tohandle theincreased bandwidth load to the Internet.

Encryption Policy

Trafficin the organization's data center probably
moves unencrypted, but that approach canbe very
risky while running applications over the cloud. Moving
to the cloud requires anew encryption policy.

Start by enforcing communication encryption
onboth end-user PCs and within the network
infrastructure — something network managers didn't
have to do before cloud-based applications. Another
important part of getting the organization's network
ready for the cloud is making sure that its firewalls
and web proxy systems are set so that no one can
accidentally make an unencrypted connection.

With this new increasein encryption comes another
problem:IPSs, dataloss prevention (DLP) solutions and
intrusion detection systems (IDSs) won't be able to handle
encrypted traffic without special help. This may push
organizations to install special Secure Sockets Layer
(SSL) decryption appliances that can be used to let these
security monitoring and enforcement points do their job.

If the organization was doing packet capture



for forensics purposes, the forensics team needs
toknow that the IT staff is going to be capturing

a great deal of useless data once end-to-end
encryptionis turned on. This will alert them either
to add their own SSL decryption tools or to filter out
the encrypted traffic that won't be very useful.

Access Controls

Many organizational network and security teams are
alittle sloppy with their access controls, depending on
known IP addresses to help define permissions within
the network. That works well aslong as the organization
isintotal control of all IP addresses within the network.

However, as soon as the organization pushes
applications off-network into the cloud, it loses
whatever controlit had onIP addresses and any
ability to use them to define security permissions.

A better access control system for the cloud erais
moving from an IP-centric approach to a user-centric
approach. It's not a question of what IP addresses the
organization happens to have today, but whois sitting
behind that keyboard. Network Access Control (NAC) can
help organizations move to a user-centric set of access
controls,and may need to be part of a cloud deployment.

NAC brings other benefits beyond facilitating cloud
deployments. With a stronger interestininternal
access controls, NAC gives the network manager
and security manager the tools they need to build a
scalableinternal access control system that will also
stand up to the bright glare of regulatory scrutiny.

NAC may be alarger-than-average deployment
struggle, asit touches all aspects of the network
(and end-user systems to boot). But the benefits
in fine-grained access control areinvaluable
andimpossible to achieve any other way.

Authentication and Authorization

Cloud applications should be integrated with the
organization's authentication and authorization
system. Some poorly designed cloud applications
don't do this well. However, the enterprise-class ones
will talk to the organization's existing authentication
system (often Windows Active Directory) to
validate user credentials and authorizations.

When authentication didn't stretch beyond the
firewall, most Windows system managers had little
knowledge or interestin how external authentication
worked and was secured. Now that the cloudis stretching
into the organizational network; it's up to the network
and security teams to ensure that proper, secure
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connections are made to enterprise directories.

The opportunity to abuse the organization's
authentication systemis an additional
concern. Once a cloud-based application
accepts ausername and password that willbe
checked against the organization's directory,
an attacker has theleverage he or she
needs to begin a brute-force authentication
attack against the organization, or to
attempt some clever social engineering.

In either case, it's the responsibility of the
network and security teams to ensure that
solid password managementis properly
communicated to the user community and
is enforced by technology on the server
side, along with end-to-end break-in
detection to block brute-force attempts.

Audit and Compliance

No matter what regulatory regime the
organizationis covered by, thereis going
tobe arequirement to coordinate auditing
information from both the data center and
the Internet-based cloud — assuming that
the cloud service provider will be sending
the organization logging information.

If the organization hasn't taken a serious
look at log management and built (or bought) a
system to capture and archive all of itslogs, it
needs to with the cloud. Keep in mind that the
cloud-based applications are only going to make
things more challenging by bringing in new log
information that may be difficult to interpret. Log
management systems range in sophistication
from the very simple to more complex tools with
searching, alerting and archiving capabilities.

At the very high end of the log management
chain are security information management
(SIM) products, also known as security event
management (SEM) and security information
and event management (SIEM) solutions.
These devices act to correlate events across
the network (and the cloud) to bring a deeper
understanding of what is happening.

These products sound as if they are
security-only devices, but that's deceptive.
These tools bring value to network,
security, operating system and application
managers in organizations of all sizes. B
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CHAPTER 3

Building Resiliency
Creating Visibility

Increasing Flexibility

NETWORK
OPTIMIZATION

Fine-tuning Enterprise Networks

Maintaining a top-performing
network requires threeimportant
qualities: good design, constant visibility
and flexibility to accommodate changing
needs. A good network manager will
buildin a combination of processes,
configurations and technologies
to ensure that the network keeps
operating reliably and at top speed.

Building Resiliency

Constant visibility requires using
network management and monitoring
tools to always know what's happening
onthe network. Start with simple
reachability, or the ability to contact a
remote server or device using a command
line tool such as the ping utility. Second,
make service health checks, which
keep track of whether the expected
services onaserver arerunning and
responding with the correct information.

Finally, identify link-loading levels and
top talkers/listeners on all points of the
network. Thisis even more important if
the organization has a WAN component
because WAN congestionis hard to

diagnose without theright tools.
Networks designed to be flexible can
accommodate changing requirements
without project delays or expensive
upgrades. Network managers should
always be one step ahead of changing
requirements. For example, if the IT
departmentis asked toinstall 200
servers within a few days, it canbe done
without numerous last-minute changes.

Network Design

Most networks follow a traditional
tiered design, whether in the data center
or inbuildings where end users are served.
The names of the tiers may change
over time, but the basicapproachis the
same: Run connections out to several
Ethernet ports where users and servers
arelocated. Then gradually aggregate
to higher-speed links untilreaching a
high-speed centralbackbone where
switching and routing both take place.

Network managers typically use
three basic terms:

-Edge: Where the users and servers

are located
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- Distribution: The aggregation layer
that builds up toward the backbone

- Core: The backbone where routing occurs

These terms may be unfamiliar to security
managers in this context. For them, the edge
of the network is where the network stops
and the firewall begins — so be careful to define
this terminology when appropriate. There's
no special magic about the layers or about
the way they arelaid out. However, these
terms are soingrainedinto training classes
and with equipment manufacturers that
network managers may have a difficult time
convincing others to use different terminology.

Optimizing Networks

The way to design better LANs s to think
seriously about making the network resilient.
The best way to do thatis to assess every
piece of equipment and every patch cable and
determine what would happeniif a device or
cable were to fail. Consider some examples.

Starting at the edge of the network with
the user device, there's a clear single point
of failure — the user's workstation and the
cable to the edge switch. But what about
the edge switch? Whenit fails, how long is
it going to take to find the switch, configure
areplacement and get it into place?

Some network managers use large-chassis
switches with individual blades of 24 or 48
ports. That saves alot of time, assuming
three things. First, that there's ablade on the
shelf ready to drop into that switch. Second,
that the cables are labeled so that when
48 ports are disconnected the IT staff can
reconnect themin theright order. Third, that
theIT staff can physically get the old blade
out of the switch without disconnecting
every cable going to every other blade.

Buying spare partsis easy, but making sure
that the organization's cable management
allows the group to swap out a blade and
reconnect cables without disrupting
operations everywhereis a more difficult
task. Designing a LAN with this in mind
will ensure a more reliable network.

Chassis are more expensive per port than
individual switches, plus they represent a single
point of failure. Many network managers prefer
the scalability and flexibility of using stacks

THE NEED TO
OPTIMIZE

Why don't most organizations develop
capacity plans? Becauseit's been
easier to overengineer the network
thanto figure out exactly whatis
needed. Deploying Gigabit Ethernet
for everyone, for example, takes less
time than figuring out who needs it and
then managing a multispeed network.

Unfortunately, the networking group's
ability to overengineer the network

is creating areal challenge. Network
managers are discovering that they
need to gain a deeper understanding of
whatis happening on their networks to
optimize them for best performance.

Gaining visibility into network flows
is the critical first step. Once network
managers know what's happening,
more expensive techniques, such as
upgrading some links to 10Gbps or
installing acceleration appliances on
WAN links, can be used to balance
performance increases with budget.



of 1U switches rather than a chassis.

Network managers stillmust have
aspare switch on the shelf, good cable
management and, mostimportant,

a valid copy of the configuration for
the failed switch. Capturing copies
of the configurations on all devices
every night means avoiding having
torebuild anetwork from scratch.

It's alsoimportant to make
estimates of how often devices fail,
how many users the failure will affect,
how long it will take the network to
recover,and how much it will cost for
the IT staff to mitigate the potential
failure. Such estimates will give the
organization the information it needs
to build inreliability — and will free
up money and time for focusing on
other critical parts of the network.

Building Redundant Networks

Move up one level to the distribution
switches and consider the implications
of afailure here. Most networks
with more than 200 devices have
adistributionlayer. What happens
when any of the switches fail?

Network managers need to have hot
spares andonlineredundancy. Each
edge switch should connect to two
different distribution switches. And the
distribution switches themselves should
haveredundant routes to the core.

Many network managers quickly
realize that redundancy means doubling
up on equipment. In atraditional
spanning tree configuration, the
budget-minded network manager
may not thinkit's necessary to buy
two distribution layers and two cores
in case adevice breaks. That's a great
reasontolearn about 802.1s, the
Multiple Spanning Tree Protocol.

MSTP is coveredin more detail in
Chapter 2,but torecap: 802.1s lets
network managers actually use the
redundant pathsinthe network. The
configuration is manual, offering the
ability to decide which VLANSs run
on which sets of gear. On the other
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hand, 802.1s can be used to increase performance
at the same time that it increases reliability.

If the decision is made not to double up the
organization's distributionlayer, at least double up on
the uplink connections. Network equipment made by
reputable manufacturersis generally very reliable, but
components can fail, especially fans and power supplies.

One of the least reliable componentsinany
machine room or wiring closet is the cabling. It doesn't
matter how much anIT department spends onits
network patch cables, some fail every year. Patch
cables failmore frequently as they age, as the cable
insulation becomes more brittle and environmental
factors (such as blowing cold air) take their toll.

If the uplink between edge and distribution
or distribution and coreis 1Gbps Ethernet, then
doubling uplinks is aninexpensive way to achieve
redundancy and higher performance. There's no
reason not to double up those connections.

If the organization jumped to 10Gbps in wiring
closets, then doubling those connections is harder to
justify, because 10Gbps Ethernet modules are still fairly
expensive. In that case, consider specifying switches
that are capable of supporting double uplinks.

But only populate one uplink during the initial
installation. Have a firm planin place to revisit
each switch, add the second 10Gbps module
or transceiver and light up a second uplink in
18 to 24 months when costs come down.

Creating Visibility

Visibility is about seeing and understanding
whatis going on with the network. Considerita
critical ability that's needed both to verify network
design and toidentify bottlenecks and problem
spots before they begin to affect operations.

Network Management Tools
The keys to gaining good visibility are proper
tools andinstrumentation. Remember that thisis a
common challenge: Every network manager is looking
toincrease their visibility and control, and this need
hasinspired arich set of tools and best practices.
Many software products have tried to take on
the entire spectrum of network management,
but the different requirements for each area
make that animpossible task. Instead, setup a
portfolio of network management tools that the
organization can use to gain the visibility it needs.
For example, a great reachability/availability and
alerting tool requires a very different design and features
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Networking Tools Checklist

Strategic tool

Inventory

Function

This type of tool finds all devices,
routers, switches and systems that
are onthe network.

Why is this important?

Knowing what's on the network is the
first step to visibility.

Reachability and alerting

These tools constantly check whether
critical systems are reachable,
applications are responding and metrics
for network devices are within limits.

Proactive monitoring and alerting when
devices, systems and applications stop
responding is a minimum requirement.

Performance details

This category gathers performance
statistics from network elements,
mostly switches and routers, using
Simple Network Management Protocol
(SNMP) or similar protocols.

Long-term statistics on traffic down to
the portlevel are useful whenreplacing
or upgrading equipment or debugging
aproblem.

Traffic summary

Traffic tools watch network traffic at
critical points and generate summary
information, usually at the IP layer and
up, toward the application layer.

Broad views of trafficacross the
network (top talkers and listeners,
protocols, applications and
conversations) will help identify
problems and misconfigured systems,
and plan topology changes.

Protocol analysis

These tools capture traffic for replay,
display or export.

This broad set of tools is most useful
when debugging problems or as part
of adesign sessionin which IT staff try
tounderstand where trafficis going
and why.

Intrusion detection and
prevention/dataloss prevention

IDS/IPS/DLP tools watch application-
layer traffic as it flows past key points
inthe network (LAN to servers, WAN,
wireless, Internet), looking for known
attacks and anomalies.

The overlap between network and
security management makes these
tools, typically part of the security
manager's toolset, important to the
network manager as well.

Configuration control

This category of tools polls network
elements to capture configuration
changes and push or roll back
configurations.

Tracking network configurations and
backing up configuration changes can
protect organizations when devices fail.

IP address management

These tools handle IP address
assignment and recovery, DNS
synchronization and Dynamic Host
Configuration Protocol (DHCP) service.

By tracking anetwork issue back to a
known IP or media access control (MAC)
address, IT staff canidentify the person
or deviceinvolved andresolve the
problem.
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compared to a tool toidentify the top
talkers and listeners on the network.
Most organizations probably want both
abilities, which means two different tools
to accomplish those different tasks.

Designing Visibility

A secondimportant strategy for
gaining network visibility is recognizing
that network managementisn't
something to layer on top of the network
afterit's completed. Instead, network
managers must design the network
knowing that the organization needs
visibility. One example s traffic mirroring
(called Switched Port Analyzer, or SPAN,
by Cisco), which offers traffic capture
capabilities for statistical analysis,
protocol analysis or intrusion detection.

The more highly switched a network,
the more difficultitis to find places to
mirror traffic. It may be necessary to
deoptimize the network by inserting
additional interswitch connections with
different VLANSs, or eveninter-VLAN
connections within a single switch.
This ensures that the organization
can tap traffic for analysis at strategic
points, especially heading into the
data center and out toward wireless
networks, the WAN and the Internet.

There are several formal network
management models available and
many products to help IT staffs
manage the network and gain much-
needed visibility. The “Networking
Tools Checklist" sidebar on page 24
offers a checklist of the most useful
management and visibility tools
available for large networks. Use it
as astarting point for developing a
network management strategy.
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Increasing Flexibility

Being flexible allows the network to adjust to
changing user and organizational needs. Here
are some best practices that will help network
managers build more flexible networks.

Know the network. Thisis very nontechnical advice,
butit's also the most important. The key in networking
is to be slightly ahead of the power curve. Network
managers have to keep their antennas tunedin two
directions:industry trends and organizational needs.

Why? Because if network managers know what's
coming beforeitimpacts their network, they can think
strategically about whatits repercussions will be and
have time to prepare and do a good job of integration
and technology adoption.

Test new technologies. Become informed about
technologies such as VLANSs, Quality of Service
(QoS), Power over Ethernet (PoE), Fibre Channel
over Ethernet (FCoE),iSCSland wireless. Don't just
read about them — fight for some budget dollars to
spend on future technologies, get some hardware
or software and actually do some testing.

Eventhe most budget-strained organization knows
thatit needs toinvestin technology to stay competitive.
By showing thatitisinvesting in understanding
new technologies, and by providing test results to
management, the IT department will find it easier to
secure the time and money to move forward on projects.

Don't justread a web page or white paper — push
to establish a test lab. The network manager's
formal job description may notinclude research and
development, but putting aside some time every
month to try new technology inalabis essential.

Be open to new ideas and continue to pursue your
own. When someone comes to the IT department with
anunworkableidea or aplan, don't reject it out of hand.
Instead, explain the obstacles that have to be overcome.

It may be security, it may beresources or it may bea
policy that has to be changed. Let whoever is making the
request understand the hurdles in the way — and while
they are working on them, begin planning for what the IT
staff willhave to do when those constraints disappear.

At the same time, when someonerejects one
of the IT department’sideas, ask for information
on why the project wasn't approved. It's not being
impertinent —it's areasonable question to ask.
Turning the situation around may be as easy as
asking for some extra time to make your point. ®
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Wireless Standards
40MHz Channels
Enterprise-class 802.11Networks

WIRELESS MOBILITY

Taking Advantage of Mobility
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The most frequently misunderstood
technology shiftin the past 10 years has
been the move to mobile computing.
Any network manager who does not
see the potential of mobile computing
is missing an opportunity to make the
organization's staff more productive —
bothinand out of the office.

One of the core components of
mobile computing is wireless network
access. Inthefield, there are competing
standards and models, ranging from
IEEE 802.16 WiMax to a host of mobile
telephony technology families, such
as 3G and 4G. However, in the office
andin many controlled environments
such asindoor public spaces, wireless
access is gained exclusively through
one standard: IEEE 802.11.

Therefore, it'simportant to
understand how to deploy enterprise-
class 802.11networks and how
to makeintelligent management
decisions about 802.11availability,
security and performance.

Wireless Standards
IEEE 802.11was first releasedin
1997 and has since undergone multiple
updates. Initially, most 802.11hardware
had a top speed of 2 megabits per
second, and security specifications
took up a dozen pages of the standard.
With the latest version, 802.11n,
the top theoretical station speed
isnow 600Mbps, and the security
specifications are 207 pages long.
What's mostimportant to know
isthat 802.11nis more reliable,
faster and supports more users
than previous versions of 802.11.

MIMO Technology

Multiple Input Multiple Output
(MIMO) is a new capability in 802.11n
that uses multiple streams of data
and sophisticated signal-processing
techniques to process more bits
through the same amount of space.

Before delving into a detailed
explanation of MIMO, it's important
tounderstand that not all 802.11n
devices share the same capabilities.



There are physical limitations, such as
the number of antennas, their spacing
and the amount of power required,
that may keep some smaller devices
fromrealizing huge performance
gainsonan 802.11n network.

The “multiple” aspect of MIMO is
that there must be multiple antennas
to get multiple data streams going.
Onmost 802.11n products, access
points are described as 2x3 or 3x3.

The notation a x b (more properly,
ax b:c) is used to show how many
transmitting antennas (the anumber)
and how many receiving antennas
(the bnumber) are used by the device.
The cnumber, which doesn't show
up often on specification sheets,
is actually the number of data
streams that are sent or received.

Simply adding antennas provides
better immunity to noise and
interference and gives users abetter
experience. Adding data streams
actually speeds data processing,
delivering better throughput. So
adevice advertised as 3x3 will
generally offer users a better
experience thana 2x2 device.

The speed will be higher only if there
are more data streams, something
that's difficult to determine from the
specification sheet. Both 3x3:2 and
3x3:3 devices are common. The 3x3:2
deviceis limited to about 130Mbps
performance in normal channels, while
the 3x3:3 device canreach speeds
up to 195Mbps in normal channels.

For planning purposes, consider

130Mbps the maximum end-user speed

that willbe delivered for the next five

years. The theoretical maximum 802.11n

performance speed of 600Mbps may
never be available to normal end users

becauseit requires a 4x4:4 configuration

and doublewide 40-megahertz
channels. That's more antennas,
more radio power consumption
and more CPU requirements thana
typical notebook can meet today.
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Benefits from 802.11n

Network managers need to look beyond the 802.11n
label on the box and consider what they need to get the real
benefits from these new devices. An 802.11n device with
only a single data stream — evenifitis a 3x3 device —
won't be much faster than a typical 802.11g device.

At a minimum, in-building access points should be
2x2:2 with dual radios (2.4GHz and 5GHz bands, usually
calledthe "b" or "b/g" and “a” bands) to get the real
advantages of 802.11n. Dual data streams and 2x2
antennas deliver the high bandwidth of 802.11n.

And dual radios will let network managers pack
more users into a smaller space by making use of more
radio-frequency spectrum. The 2x3:2 or 3x3:2 devices
also offer end users abetter overall experience.

When buying 802.11n equipment, focus on the specifications.
It's not possible to tellhow many antennas or data streams
a device has by looking at it. Unless the building (or a specific
room) has a particularly challenging radio frequency
(RF) environment, specify access points without visible
antennas toreduce costs and increase reliability.

Remember that for end users to see any benefit,
the 802.11n clients will need to support multiple data
streams as well. For the moment, most notebooks
are limited to a maximum of two data streams.

This means that buying 3x3:3 devices may help
future-proof anetwork, but they will not provide end
users with better performance than 3x3:2 devices
because current notebooks are able to handle two
data streams at most. If the manufacturer offers both,
specify 3x3:3 only if the price difference is negligible.

40MHz Channels

Another enhancement of 802.11nis the use of 40MHz
wide channels, which doubles the 20MHz width of pre-
802.11n wireless channels. By taking two adjacent channels
and using them as a single, larger channel, 802.11n can
double the per-user theoretical maximum speed.

The challenge is that there aren't that many channels
available. Reducing the number of channels by using two for
every access point reduces the number of users who can
work simultaneously at full speed on the wireless network.

There aren't many 802.11n enterprise networks
deployed today, so thereis little consensus on how
best to configure wide channels. Most networks
today make use of 20MHz channels in the 2.4GHz
band, sometimes called the 802.11b/g band.
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Because there are only three
nonoverlapping 20MHz channels, there's
only one 40MHz channel available.*
When laying out a building network
with multiple access points, keep the
2.4GHz band populated as 20MHz
channels 1,6 and 11 because access
points and clients willinterfere with
each other if they are all crowded into
the same single 40MHz channel.

Besides the shortage of channels,
there are other reasons to stay away
from 40MHz in the 2.4GHz band.
802.11n has a variety of protection
mechanisms, including an aversion
toany non-802.11n devices on the
network. If an older 20MHz device
appearsinoperation, then 802.11n
devices will fallback to 20MHz channels.

The 5GHz band, sometimes referred
to asthe 802.11aband, has amuch larger
allocation of channels. The channel count
varies because additional channels were
added to the 5GHz band in 2007. Only
devices that have Dynamic Frequency

*Inthe United States, channels 1,6 and 11do not overlap. Wireless networks in that band should use only these three channels.

TURN THE
POWER DOWN

One of the counterintuitive aspects of wireless
LANs s that they perform better when power
levels are turned down, rather than up. In fact,
when deploying production-quality wireless
service, turning the power up is not recommended.

Remember that the wireless signal will
bounce back fromradio frequency (RF)
reflective surfaces, such as metal doors
and cabinetry, solid exterior walls, and even
the building across the parking lot. The
stronger the signal, the more it bounces.

The moreit bounces, the worse the performance
of the network, because individual devices will
see the same signal multiple times, something
called multipath interference. The more
interference, the lower the network throughput.

One way to understand this is to think of the
wireless signal as something one personis
throwing to another. The goalis to throw the object
so thereceiving person getsit gently and directly.

In wireless networking, the sender wants to
put exactly as much energy into the signal as
it takes to get it there, and not have the signal
bounce around the room like a rubber ball.

In addition, evenif a stronger signalis available,
it may not be desirable. Think of each access
point as a meeting roomin which only one
person at atimeis allowed to speak.

Wireless is like Ethernet before switches,
when only hubs were available and only one
LAN station at a time could talk. If thereis one
meeting room (access point) with 30 people in
it and the meeting lasts 30 minutes, then each
personis allocated only a very smallamount
of time to talk. That slows everyone down.

By breaking things up so that there are
two smaller meeting rooms (two low-
power access points) with only 15 people
each, more people can talk at once.



Selection (DFS) support (required after
2007 to avoid interference with radar)
are allowed to use these new channels.
Inthe United States, theresult is
thatif the organization has newer
equipment, it can usually allocate up
to11802.11n 40MHz nonoverlapping
channels, whichis plenty of room
for high-speed devices to operate
without colliding into each other.
Network managers stillhave to worry
about older gear operating in the 5GHz
band and reducing overall performance
by causing 802.11n protection and
noninterference features to kick in.
Because there are more channels to
work with, and network design should
call for fewer devices per access point,
these effects can be minimized.

Enterprise-class 802.11Networks

With the increased performance
and capabilities of these newest
additions to 802.11, most network
managers now view wireless as a
production network, rather thanas a
convenience for staff and guests. To
elevate 802.11to full production status,
consider the following three tips.

Find a good consultant. Designing a
wireless deployment for alarge building
or a campus requires a specific set of
RF engineering skills that the typical
network manager may not have. This
is where it makes sense to bring in
a consultant who has these skills.

Remember that above all, building an
optimized, high-performance, highly
reliable wireless network requires
proper access-point placement. The IT
department needs to hand over a set of
requirements and building maps showing
offices, meeting rooms and dead space.

The consultant’s job is to hand back
a set of maps showing where to put the
access points and what the coverage
will be throughout the campus or
buildings. The requirements turned
over should be short and to the point.
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Use a smart wireless-management
system. Every major wireless
manufacturer now offers centrally
managed and coordinated wireless
networks. In some cases, this
means that where thereis a wireless
controller device the access points
are tightly coupled and all traffic
flows through the controller.

In other cases, the binding is
morerelaxed and thereis a global
management system controlling and
tuning the access points, but traffic
doesn't flow through a central point. In
both situations, the central management
systemisresponsible for RF
management. This is arequirement for
any large enterprise wireless network.

Remember that evenif the building
looks the same on the outside,
itis constantly changing on the
inside. People walk around. Desks,
filing cabinets and bookshelves
aremoved. And someone's metal
office door that was closed in the
summer is now openin the winter.

The wireless network has to be
tuned to handle these changesin
the RF environment. The only way
to effectively keep performance
at ahighlevelis via the constant
monitoring and adjusting that a
centralmanagement system offers.

Centralized management and
coordination also lets network
managers quickly detect access-point
failure and automatically adjust power
levels and coverage of other access
points in the areato help eliminate dead
spots and keep the network reliable.

Use multiple Service Set Identifiers.
The SSID refers to the name of the
network. Most organizations need
multiple SSIDs because they have
networks that offer different services.

Don't be afraid to propagate two
or four SSIDs if that's what it takes to
deliver effective wireless services.
For example, many organizations use

800.808.4239

a guest SSID for unauthenticated or
lightly authenticated guest users. The
IT group can offer the convenience of
allowing third parties to browse the
Internet, yet not provide any special
access to the organization's network.
Network managers should also
have a production SSID that gives staff
members network access similar to
what they'd have on a wired connection.
Of course, the security profiles of these
two SSIDs are dramatically different.
Guest users would expect almost no
wireless security (although a firewall
is expected). Production networks
typically have Wi-FiProtected Access
version 2 (WPA?2), authenticating
users to the organization's central
directory (such as Active Directory)
and ensuring encryption of all traffic.
Some organizations may choose to
have even more SSIDs. For example,
many set up a special network for
wireless devices that give staff
members easily authenticated and
encrypted access to the Internet
and a small selection of internal
resources without letting them
into the corporate network.
The staff wireless network in
this case should remove traditional
wireless captive portals and web-
based authentication that are typically
found on guest networks. ®
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NETWORK SECURITY

Securing the Enterprise
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The technology of network security
has consistently improved over the past
several years. IPSs get better; firewalls
get faster; unified threat management
(UTM) devices get more sophisticated;
and DLP gets more precise. Despite
the upgrades, the fundamental
approach remains much the same.

Network Security Concerns

What is different about network
security compared with five years
agois the environment. And here
there are three significant changes to
consider when designing security.

Borderless networks: Borderless
networks help alleviate some of the
complications around the numerous
amounts and types of devices now
accessing the network. This approach
helps support aninfrastructure
capable of delivering seamless and
secure access to usersregardless
of their physical location.

Clearly, a single firewall device at the
Internet firewall cannot support all the
requirements for remote access, branch

*Except for internal cloud initiatives, which do not utilize third party services.

office WANSs, partner virtual private
networks (VPNs) and different security
levels within the same organization.

Pervasive computing: Driven by the
low cost of both personal computers
and smartphones, as well as high-speed
wireless communications, pervasive
computingis the new reality — onein
which both staff and other end users
allhave mobile devices that are always
on. And all of these users want to be
continuously connected, whether viaan
in-building wireless LAN or worldwide
telecommunication networks.

Cloud computing: This untethered
and flexible approach to computing
ofteninvolves having an organization's
datareceived, processed and stored
in data centers and on servers
entirely managed by third parties.*

These environmental changes
have a clear effect on any data
network, even one not directly
connected to the Internet.

Allthree trends point toward
changes we will likely see more of
in the future: cheaper devices that



interconnect, operate autonomously
and constantly update large cloud
databases with new information.
This may include raw data points (for
example, the engine temperaturein
acar), geographicinformation
(a cellphone's location) and image data
(foot traffic through a parking lot).
Building a 21st century network
security strategy requires considering
carefully the effects of these three
environmental changes.

Network Access Control

The single mostimportant
network security response to this
new environment is network access
control. With NAC, the network
perimeter has shrunk to the point
where every Ethernet portis a potential
access control device — in effect, a
firewall at the physical port level.

The strategy behind NAC calls for
user-focused access control. This
means that a user's accessis afunction
of who they are and which groups
they belong toin the organization's
directory, as well as the state of any
endpoint security software they use.

Although NACis a goodidea, many
organizations have been slow to adopt
itin their networks over concerns
of additional cost and complexity.
However, itis simple for most network
managers toinclude some valuable
NAC conceptsin their network without
going through a full deployment.

Mobile computing is a good example
of how NAC can add security without
adding complexity. One of the security
complications of pervasive computing
is the state of the endpoint. In other
words, is that notebook, smartphone
or tablet computer properly secured?

InafullNAC deployment, each
device would be authenticated and
checked before appropriate access
is granted, a difficult task given the
large number of mobile platforms.
However, itis easy for network
managers to create a wireless network
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tobridge the gap between no access and unbarred
access, specifically for local mobile devices.

This avoids the difficult problem of checking
endpoint security and adds aninternal access
control point,a much easier task. By adding a
separate SSID for staff-owned wireless devices
that requires authentication to the enterprise
directory (such as an Active Directory service), the
network manager can create an intermediate zone
that allows access to appropriate services, such as
e-mail synchronization and limited intranet access.

Building a separate wireless network that
is somewhere between full access and guest
Internet access has other desirable effects. For
example, it encourages a strong awareness of
different security zones within data centers,
possibly enforcing a separation of servers based
on the sensitivity of the data they contain.

Thisis how it should be done originally. However,
the organic growth of most data centers often
creates ahodgepodge of services and servers
that follows mostly chronological and budget
lines, rather than functional and security lines.

If access controls are differentiated within the
network, this may resultin further reorganization
that helps network security overall.

Remote Access via VPNs
Remote access via VPN concentrators is another
security strategy with a simple deployment and
great benefits. With NAC, every remote user has an
approved endpoint security product on their notebook
or smartphone. The VPN concentrator is responsible
for authenticating users, checking endpoint security
status and enforcing specific access controls.
Without going to fullNAC, how can an organization
reap some of these benefits? One way is by shifting
to updated Internet protocol security (IPsec)
technology. Another optionis an SSL VPN.
IPsec VPN technology is older than SSL VPN
and has aless sophisticated set of security
controls. There's nothing wrong with IPsec VPN
technology.Infact,itis moreresistant than
SSL VPN to common attack methods such as
eavesdropping and man-in-the-middle attacks.
However, SSL VPN devices were introduced after
IPsec and generally have a more sophisticated access
control model that is easier to deploy. Enterprise-
class SSL VPN devices make it easier to give remote
users exactly the access they need, and no more.

800.808.4239
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So whenmoving toamore modern
VPN deployment, it makes sense to
increase the organization's ability
todefine and apply fine-grained
access control. This offers the
benefits of NAC, without having to
commit to a full NAC deployment.

IPSandDLP

Intrusion prevention systems
have been underusedin many
networks where they could be
providing valuable benefits. Many
network managers have hesitated
to deploy IPS units, considering the
technology too new and unreliable.

However, IPS devices are effective
atidentifying known threats and
blocking them, which means that
they are good for identifying systems
that areinfected with malware
or are participating in a botnet
attack. Placing an IPS between
the organization's end users and
the most valuable assetsin the
data center will help identify the
workstations that have become
infected and need to be cleaned up.

If having an IPS between end users
and serversis cause for concern,
then put the IPS on the organization's
outgoing Internet connection
(always on theinside of the firewall).
If workstations become infected,
they'lltrigger the IPS on outbound
trafficalmost as quickly. This
strategy won't necessarily protect
the servers, but it may provide an
early warning that a threat is present.

IPS units can alsobeusedon
WANSs, assisting with remote
access and wireless links. They
can help quickly identify and block
systems that are misbehaving,
either because malwareis present
or amalicious user has stumbled
onto the organization's VPN.
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Data Loss Prevention
There's aclear parallel between
IPS devices (which decode network
traffic, look for known attacks
and block them from entering
the network) and DLP devices
(which decode network traffic,
look for known data and block it
fromleaving the network). DLP
products have very different design
criteria, but the basic concept
is almost identical to an IPS.
Because of the steep cost
involvedin cleaning up a data breach,
DLPis not a difficultinvestment
tojustify. Not all DLP technology
requires anin-line network device.
DLP canalso be deployed on top
of many web proxies, firewalls and
e-mail security appliances. ®

IS SSL VPN
ACTUALLY NAC?

Network access control solutions and Secure
Sockets Layer virtual private network (SSL
VPN) devices have similar evaluation criteria.
Isan SSL VPN product the same as aNAC
device? Some manufacturers think so.

For example, Juniper Networks repurposed
the policy engine fromits SSL VPN
productintoits NAC product.

Since the best SSL VPN products focus on
authorizing users, controlling access and
using endpoint posture assessment, this
is anatural fit. Just as intrusion detection
system manufacturers were ideally
situated to start selling IPS products, SSL
VPN manufacturers are going to have a
naturaladvantage in the NAC market.

If you apply NAC evaluation criteria to SSL
VPN devices, the similarity is even clearer.
For example, good NAC solutionsinclude a
broadrange of authentication methods and
types, just as good SSL VPNs do: web-based
authentication, installed or downloadable
clients and fullintegration with Active
Directory. NAC also generally has endpoint
security assessment, acommon feature

of all enterprise SSL VPN products.

And NAC always includes access control
enforcement, something most SSL VPNs
excel at. For example, most SSL VPNs can
provide access control at the URL level,
while NAC solutions often use amuch
coarser access controlmodel based on
virtual LANS (VLANS) or subnets.

The one area where SSL VPNs don't compare
well with NACis with LAN-based access
controls. Because SSL VPNs are designed for
remote access, they don'treally fitina LAN-
based NAC deployment. However, SSL VPNs
are a good entry point for network managers
looking to get some experience with NACin
securing remote access, branches or wireless.



This glossary serves as a quick reference to some of the essential
terms touched onin this guide. Please note that acronyms are
commonly usedin the T field and that variations exist.

GLOSSARY

Active-active

This termrefers to a high-availability
technique in which multiple systems
operate simultaneously to provide
services. Two firewallsinanactive-
active configuration would share
the load of traffic, with one firewall
handling half of the trafficand the
other firewall handling the other half.

Active-passive

This term refers to a high-availability
technique in which two systems provide
service, but only one system delivers
service at atime. If two firewalls are in
active-passive mode, one firewall handles
all the traffic while the other watches
and maintains state information soit can
take over when the first firewall fails.

Application delivery controller (ADC)
ADC s the new marketing term

for load balancer. An ADC takes the

basic functions of load balancing and

adds SSL acceleration, compression

and caching, protocol optimization

and connection multiplexing.

Collapsed backbone
A collapsed backboneis anetwork
architecture in which the network

backboneis containedin a single device,
offering simplified management and
higher performance. This is in contrast
to adistributed backbone where routing
and core switching functions are spread
across multiple devices usually located
in various hubs and wiring closets.

Data deduplication
Datadedupisatype of data
compressionin which duplicate data
chunks, ranging in size from 4-kilobyte
blocks up to entire files, are replaced with
asingle copy of the data and pointers
to the copy. Deduplication can be done
as part of aprocess, such as when
making backups or storing files to disk.

Dataloss prevention (DLP)

DLP refers to afamily of security
products aimed at mitigating the threat
of sensitive or critical data being taken
outside of organizational control.

DLP products help protect against
intentional/malicious and unintentional
leakage of sensitive information.

Dynamic Host Configuration
Protocol (DHCP)

DHCP s acritical servicein networks
usedto assign IP addresses and other

network configuration information
to otherwise unconfigured devices.
DHCP services need to be carefully
engineered for security purposes and
to ensure continuity of operations.

Edge, distribution, core

These are common terms that describe
layersinanorganization's building or
campus LAN. Edge ports connect to users
at the edge of the network. Edge switches
are aggregated through distribution
layer switches, such asin a wiring closet
or at the building level. Sometimes the
distributionlayer willinvolve Layer 3
routing. Distribution switches are then
connected to a core switch. Most core
switches do some Layer 3 routing.

Fibre Channel over Ethernet (FCoE)
FCoE uses Ethernet to transmit

Fibre Channel SAN traffic. A special

protocolis required because the

physicallayer for Fibre Channel

has different characteristics than

Ethernet. FCoE compensates for the

differences. This traffic moves across

thelink layer and uses Ethernet to

transmit the Fibre Channel protocol.

33



Lights out

“Lights out"is a style of data center
management that doesn't require anyone
to actually gointo the machine room.
Lights-out management is supported by
remote operators who have full access
to device consoles over anetwork.

Network access control (NAC)

NAC embeds access controlsinto
network devices. These access controls
are dynamically established, based on
theidentification of the user connecting
tothe network. Frequently, endpoint
security posture checks are also done,
which may affect the access controls,
such as sending a user to quarantine if
their antivirus softwareis not up to date.

Port mirroring

Port mirroring is used inintrusion
detection, protocol analysis and
application debugging. It refersto a
configuration of an Ethernet switch
used to send copies of frames from
aparticular virtual LAN or switch
port to a different switch port.

Power over Ethernet (PoE)

PoEis a technique used to send DC
power over the same cable used for
Ethernet communications. The original
PoE standard, IEEE 802.3af, allowed for
devices to consume up to 13 watts of
48 volts of DC power. Newer standards
provide higher wattage (up to 50W)
for devices that require more, such
as some 802.11n access points.

Quality of Service (QoS)

QoSis the ability to guarantee
different levels of performance to
different data trafficacross anetwork,
or to prioritize different flows. QoS may
include specific protocol-based resource
reservations for a particular flow, or it
couldinclude more static configuration
for entire classes of traffic, such as
all VolIP traffic or all e-mail traffic.
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Secure Sockets Layer Virtual
Private Network (SSL VPN)

SSL VPNis aremote access VPN
technology that encrypts user traffic
toa VPN gateway using the SSL/
TLS encryption protocols. SSL VPNs
canbeusedinnetwork extension
mode, competing directly with
IPsec VPNs to allow end users true
IP access to aremote network.

Service set identifier (SSID)
SSIDis anidentifier for a single
802.11wireless LAN. All access points
advertising the same SSID should be
offering equivalent service, allowing
wireless client devices to move
between access points transparently.

Spanning tree

Spanning treeis anetwork protocol
thatremoves topological loops from
bridged Ethernet LANSs. This protocol
creates atree withinameshed
network, then disables redundant
links to leave a single path between
any two nodes in the network.

Storage area network (SAN)

ASANis atype of network-based
storage that presents block-addressable
devices to each host. SAN volumes
appear as if they were unformatted disk
drives. Typical SAN access protocols
include Fibre Channel (FC), which
encapsulates SCSIcommands over a
dedicated physical network, andiSCSI,
which encapsulates SCSlover TCP/IP.

Switched port analyzer (SPAN)
SPAN s atermused by Cisco

torefer to the manufacturer's

technology for port mirroring.

Uplink

An Ethernet switch uplink portis
used to connect a switch to higher
layersin the organization's LANs. For
example, edge is uplinked to distribution,
and distributionis uplinked to core.

Virtual local area network (VLAN)
AVLANis an |IEEE standard that lets

multiple administratively separate

networks operate over the same cable.

Eachframeonthe LANis tagged with

a 12-bit valueindicating which VLAN

the frame belongs to. VLAN-capable

switches can add or remove tags on

aper-port basis to accommodate

the devices being connected.

Virtualization

This termrefers to the creation of a
virtual version of a device or resource
thatis thenlocated on a partitioned
environment, such as a SAN or aserver.
Virtualizationincreases hardware
utilization levels, but has many other
benefits as well, such as simplifying
system deployment and creating
high-availability configurations.

Wi-FiProtected Access
(WPA and WPA2)

WPA and WPA?2 are protocols
established by the Wi-Fi Alliance based
on |[EEE 802 standards for wireless
security. WPA and WPA2 replace WEP.

Wired Equivalent Privacy (WEP)
WEP was introduced as part of the
original 802.11protocolin the 1990s. It
was one of the first security algorithms
for wireless networks. Now largely
discredited, WEP is not recommended.

Worldwide Interoperability for
Microwave Access (WiMAX)

WiMAX s a family of wireless
technologies designed to offer medium-
speed (40Mpbs) connectivity to end
users, households and businesses.
WiMAX s typically seen as a competitor
with other broadband technologies,
such as DSL and cable modems.
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